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Problem definition

e (3iven a collection of data, where each instance is
characterized by an attribute set X

* Find a subset of instances whose characteristics
are considerably ditferent than the remainder of the
data

* also known as outlier, deviation, or novelty



Example

Are all circled erroneous”?

|s the green one just a © |

small cluster” © @3 ©
| ®

It the red ones are noise,

are some of the others O

also noise?

Assumption: There are
always more normal than
abnormal data points



applications

Instance Attribute set, x Anomaly Detection Task
Credit card ltem purchased, amount, location, | Find fraudulent
Transaction time, credit limit, balance, etc transactions

Network traffic
flow

Source and destination IP
addresses, port numbers, # bytes,

etc

|ldentify malware and other
malicious traffic flows

Spatial grid
location

Satellite measurements of
vegetation cover for the location

Detect ecosystem
disturbances (wildfires,
hurricanes, drought, etc)

Component to
be tested

Sensor measurements

Fault detection in
component




two different approaches

» Classification approach:

e output is binary: normal/anomaly

e usually needs a threshold, it above -> anomaly
* Ranking/Scoring approach:

e output Is continuous - values

e output can be sorted, top k are considered
anomaly



Schemes

* Build a normal profile
* Use normal to detect anomalies
* three types of schemes:
e (Graphical
* Distance-based

e Model-based



Graphical Approach

* “plot the hell out of it, and judge”
 Limit:

e time consuming

outhier

e subjective

e can “Iinduce” the desired result




An approriate scale

another way of plottin
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Convex Hull Peeling

at each step
remove outer Hull

Vol

Approach

Volume Distortion

Bivariate Normal Sample
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CHP peel

Vol
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Statistical Approaches

* Assign an outlier score to each data point:
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Gaussian Mixture Model

* In principle similar to k-means

* uUses gaussians to characterize clusters

Probability

1
09f P N
1 Nt A N\
* A \
08l i . {0 )
07 5 b * 7
\ - N £
06 ks p A
\\ + E
0.5 .
a 04l
- e=m"=a, ‘
95% PR
f 0.3 \ L IR AN
Ar %
2.5% / ea 5% 0.2 * Q ¢
’95% Confidence \ M
/I/ ANy o ¢
| wg— Limits —jp| 0.1 \\ .
Data Values 0 . . A .
0 0.2 0.4 0.6 0.8




Distance-pbased Approaches

* Nearest-neighbor
* Density

e Clustering



Nearest -Neighbor

Compute the distance between all data point
define a threshold

what is the distribution of neighbors within that
threshold

outliers are either having too few neighbors or
deviate from that distribution significantly



Density Baseo

For each point, compute the
density of its local
neighborhood

« where Density is proportional Crooe oy

to the inverse of distance to
Kith nearest neighbor

compute local outlier tactor
(LOF) = density of x / average

Py
density of x’s nearest neighbors |

outliers are points with high LOF



Clustering Based

e cluster data in to groups

e points in small clusters
are candidates

e compute distance
between candidate and
non candidate clusters

e |f candidate points
are far from non
candidate points ->
outliers



Evaluation of anomaly

detection

e + =anomaly - = normal

PREDICTED CLASS

ACTUAL
CLASS

Class = +

Class = -

Class = +

TP

FN

Class = -

FP

TN

Detection rate =

False alarm rate =

# Correct Predictions _

TP: True Positive
FN: False Negative
FP: False Positive
TN: True Negative

#True Anomalies TP+ FN

FP

FP+TN



Base Rate Fallacy Example

e example from Wiki: A group of policemen have
breathalyzers displaying false drunkenness in 5%
of the cases tested. However, the breathalyzers
never fail to detect a truly drunk person. 1/1000 of
drivers are driving drunk. Suppose the policemen
then stop a driver at random, and force them to
take a breathalyzer test. It indicates that he or she
s drunk. We assume you don't know anything else
about him or her. How high is the probability he or
she really is drunk®




Bayes' theorem

p(drunk|D) = p(D| runi ) p(drunk)

p(D)
prob. of actually drunk o(drunk) = 0.001
given that breathalyzer shows D p(sober) = 0.999

p(Dl|drunk) = 1.00
p(D|sober) = 0.05

p(D) = p(D|drunk) p(drunk) + p(D|sober) p(sober)

o(D)=1.00*0.001+0.05*0.999 = 0.05095
A

P(L|W)P(W) P(L|W)P(W)

P(W|L) = P(L) ~ P(L|W)P(W) + P(L|M)P(M)







